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Abstract. This paper describes the second yea RoGi Tean reseach. Last yea
team was a development of ideas for rational agents that co-operate and wse re-
vision d exchanged information and consensus techniques. The purposes of
this yea are to improve the world perception wsing nase filters and oheds
tracking and to evaluate the whole behaviour of different agent dedsion system
implementations playing together.

1 Introduction

The main problem of the last yea team implementation was the lack of acarracy in
the world perception introduced by the SocceaServer. We did na trea this error and
the player movements were quite bad. It was a big handicep for our tean becaise
when the player made abad adion we did na know if the problem came from the
dedsion system or if it came from the wronginformation. This s the principal reason
for our first purpose: improve the world perception.

The second pupose is to evaluate the whole behaviour of different agent dedsion
system implementations playing together. We think that the old tean had a good
dedsion system. It was based in two pheses: readive phase and dHiberative phase.
Now, our purpose is to evaluate the interadion o a cmmunity of different imple-
mentation agents (such as expert systems, fuzzy systems ... and, obvioudy, our sys-
tem) with a @mmon oljedive.

Finaly, it will be necessary to improve the player aduation system with more skill s.
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2 World Perception

2.1 A NoiseFilter

The SoccerServer introduces an error to the information proportional with the
distance. This error produces an inconsistent behaviour on the player, which is
very important in the actuator system (in the decision system this inaccuracy is
solved by fuzzy logic). So, the information received by the SoccerServer is
filtered with a noise algorithm (probably Kalman).

2.2 Objects Tracking

Another problem to solve is that the agent usually loses the other players and
the ball. It's very important to know these positions in the field to take the best
decision. We can track the objects with a set of prediction algorithm similar to
the robot vision systems.

2.3 A Memory of Seen Objects

All the information obtained by the perception system is saved in a memory
object. The decision system and the actuator system work with the memory
data to take the decisions and to control the player.

3 Decision System

Thisisthe main ohedive of our tean and the part where we spend most effort. The
dedsionistaken in atwo-phase dgorithm:

3.1 Reactive Decisions

In afirst step of reasoning, every agent deddes a private adion. In the last yea tean
al the playerstook the readive dedsion with afuzzy system. This was a goodsystem
becaise it was more robust with the eror introduced by the SoccaServer. The pur-
pose for this yea is to combine different readive dedsion algorithms with the same
objedive, such as expert systems, neural networks, ... We want to test the results of
the interadion d diff erent agents and compare the team global behaviour introducing
diff erent number of them.

3.2 Rational (Co-operative) Decisions

Rational reasoning in the sense of [Busetta 99 isimplemented by communicating the
former readive beliefs. It begins when every agent can know the beliefs st that
contains the readive belief, the catainty of this belief and the identification o the
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player (reactive belief, certainty, ID_player) of some other playmates. Therefore,
when two playmates redise they have onflictive beliefs then the cetainty of their
beliefsis taken into acoun and ore of the playmate changes its mind by reconsider-
ingitsformer readive beliefs.

Note that the exchange of beliefs and their certainties requires of revision [de la Rosa
923g]. This means that the subjedive cetainties asociated to beliefs that are incom-
ing from other agents have to be filtered (reviewed) at every agent. This process of
revision is developed using extra knowledge &ou the @-operative world by means
of some perception d quality and reliability of mates and o oneself [de la Rosa 92h,
93] [Acebo 99. Our improvement (novelty) is to modify the perception o the -
operative world to make the mnsensus algorithm more aaptive to changing envi-
ronments. every agent modifies its perception o the m-operative world. Two meth-
ods are propased: (1) a positional method and (2) a reinforcement methodfor winners
in conflictsto increase persistence

¢ Method 1: positional method.
Players are spedalised. One posshle dfed of their spedalisation is that they pre-
fer to stay in certain pasitionin the playground Agents will take advantage of this
feaure and will modify their vison d the m-operative world by assgning the val-
ues of prestige and recessty [delaRosa 92] acording to pasitions of players.

For example, the perception o the -operative world from a forward-player
could be: 'l havebig necessty of the middie-forward players and nd much reces
sity of the god-keger’. However, this perception hasto be completed by more in-
formation acording to the positions of the other playmates. Thisisthe assgnment
of the prestige and necessty parameters:

Results of the method 1 Collisions in dedsions are reduced compared to non
adaptive perception d the a-operative world but not eliminated. Prestige is as-
signed within the interval [0.5, 1] because every playmate deserves minimum
credibility. Necessties vary in the interval [0, 1] but normally are low. Here fol-
lows that the behaviour of agentsis as follows: when a player is far from the ball it
will be pasdve or conservative and when the ball is closer it will be more adive
and aggressve.

* Method 2: a positional method with reinforcement of winnersin conflicts.

Necessity is understood as the mnfidence any agent has on its own passhiliti es.
This is an auto-perception. Necessty could be though as the need of going to the
ball an agent has. For example, if adefender seesthe ball in the atack zone (in the
opporent field) then the necessty of this player could be very low becaise it is not
itsresponsibility to goto fetch the ball. This necessty will be different depending
on perception d the world that every agent has because of its gedalized view and
role.

Prestige is the perception o the m-operative world. It is the confidence on
other playmates. Prestige that a player i is sen from aplaymate j is based on wsing
the necessty that player j has of goingto the ball. This prestige, that it is initial-
ized at arandom value (0.5), will change during the game & every corflict:
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The gent that has to modify its belief because of a wnflict, and heppens that its
reviewed certainty is lower than the reviewed certainty of the playmate. We write
down the identifier of the playmate who wonthe conflict anditsdedsion.

At any moment again the agent has to modify its belief becaise of a wnflict,
then it will consider whether the conflict is with the same previous playmate. In
this caseg, if the cnflict is ©lved in the same way as previoudy then reinforcement
leaning will be used, to reinforce, by means of modifying the prestige, the persis-
tence of the rational dedsions of the ayents.

Results of method 2. The improvement of this method is significaive and
highly adaptive. Almost collisions in terms of co-operative dedsions are dimi-
nated.

4 Action System

The agent has a set of actions that can execute. We can call this set of ac-
tions as a high-level language and these are the final decisions of the agent.
For instance, intercept ball, drive ball, cover goal, ... But the SoccerServer
don’t understand this high-level language, he only understands some com-
mands in a low-level language, such as turn, kick or dash. The functionality of
the action system is to “transform” the high-level actions to low-level com-
mands. This is a very difficult part because you need a lot of geometric and
physic formulas to treat the correct behaviour of the player.

In the last year team there were a lot of skills to execute de decisions such as
turn with the ball, kick in some direction, avoid players, ... but with the problem
of the inaccuracy of the information we have a lot of problems. This year is
easier to improve the player skills than the last year because with the filter
noise we have more accuracy with the data. So, another purpose of this year
is to improve the player skills.

5 Conclusion

The results of the last year weren’t satisfactory enough. We played four
matches and we only could obtain one victory (5-0) and one even (0-0). But it
was a big experience for this year and we think that we can obtain a good
result in Robocup’2000.
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